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ORIGINAL ARTICLE

Students’ Perspectives and Experiences on Artificial
Intelligence in Health Professions Education: A
Qualitative Study

Background: As artificial intellhgence (Al) becomes more
integrated into healthcare and education, the health
sciences education literature is said to be sparse regarding
how undergraduate health sciences students perceive Al in
medical education. The purpose of this research is to
explore the perceptions, emotional reactions, and
experiences of undergraduate students in a variety of health
disciplines on the use of Al in medical education.
Method: A phenomenological study using semi-structured
interviews was carried out with 16 students from seven
health-related disciplines at Zanjan University of Medical
Sciences. Data were analyzed by thematic analysis
following the Braun and Clarke Framework.

Results: Five major themes and fifteen subthemes surfaced:
1) Conceptual Understanding and Cognitive Framing:
students showed limited technical understanding and
awareness of safety and ethical issues; 2) Emotional
Landscape: students’ emotions ranged from excitement to
anxiety and ambiguity; 3) Patterns of Interaction: students
frequently utilized Al tools for writing and learning, and
there was clear evidence of ethical misuse in their responses;
4) Perceived Educational and Clinical Value: Al was seen by
students as valuable when supporting research, supporting
clinical decision making, and in telemedicine; 5) Ethical and
Institutional Dimensions: these included loss of empathy,
unclear boundaries of responsibility, and the need for formal
curriculum integration.

Conclusion: Students are eager to adopt Al, but lack
formal knowledge of its ethical and clinical implications.
Curricular reforms should incorporate Al literacy, critical
appraisal, and safe practice guidelines. Tailored,
interdisciplinary education is essential to %repare future
health professionals to work responsibly with Al.

Key Words: Medical education, Undergraduate, Artificial
Intelligence, Health Occupations, Qualitative Research
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Artificial Intelligence in Medical Education

INTRODUCTION

Over the past decade, artificial intelligence (Al)
has undergone rapid advancement, driven by
unprecedented increases in computing power, and
the vast availability of digital data (1). At its core,
Al refers to the capability of machines to perform
cognitive functions such as speech and image
recognition, pattern detection, language generation,
and decision-making (2). These capabilities have
positioned Al as a central force not only in clinical
medicine, but across the entire continuum of health
sciences in the redesigning of tools, practices, and
education (3, 4). Al technologies are already
changing the way healthcare is delivered in clinical
settings (4, 5). Machine learning algorithms are
matching or exceeding human specialists' abilities
in complex medical diagnosis (6). For example, Al
has matched radiologists in detecting breast cancer,
and dermatological diagnostic systems accuracy
matched that of a board certified dermatologist (7,
8). Furthermore, Al tools have been applied to risk
stratification, personalized treatment planning, and
error analysis in electronic health records, each
made contribution to improving patient safety (1).
Al technology has also introduced a 4P model of
medicine - predictive, preventive, personalized,
participatory, which has also expanded patient
choice and involvement in their care directions (4).
Al is causing a revolution, and this influence is not
solely confined to the clinical world; it is also
changing how the next generation of health
professionals are educated and trained (9). Al
technologies are offering significantly enhanced
learning opportunities for all areas of health
professions education through personalized and
interactive learning opportunities. Al technologies
can assess how students are performing, provide a
more tailored assessment and feedback experience,
and change the pacing and course of instruction
based on the learner's learning trajectory (10).
Intelligent tutoring systems, virtual patients,
chatbots, and augmented reality applicationsare not
""coming next year" - they are being used right now
to transform how we educate future health
professionals (11, 12). These tools do much more
than provide information - they can provide a
simulation of clinical reasoning and communication
skills to promote adaptive problem-solving. For
example, based on how students interact with
fellow virtual patients, the Al can assess diagnostic
reasoning, procedural accuracy, or even bedside
manner (13). Natural language processing tools can
support history-taking simulations, while image-
recognition systems help students interpret
radiological or histological slides. Moreover, these
systems help bridge the persistent gap between
theoretical knowledge and clinical practice, a
longstanding challenge in health sciences education
(112).

Nevertheless, the implementation of Al in
education is not without resistance. Several barriers
hinder its widespread adoption: the lack of digital
literacy, concerns over privacy, and ethical data
use, unequal access to technological infrastructure,
and fears of diminishing physicianroles (1, 14, 15).
Many educators feel anxious about being replaced
or competed against by Al tools that are able to
produce immediate answers for students potentially
undermining the academic authority (10). There is
also rising worry that students aren't always
employing their creativity, critical thinking, and
interpersonal communication skills if they rely too
much on Al work (16, 17). Beyond institutional and
pedagogical concerns, unresolved legal and ethical
questions also persist, particularly regarding
liability when Al recommendations are adopted—
or disregarded—in both clinical and educational
decisions (15, 18, 19).

Despite these complexities, there is a strong
consensus that Al will not replace human
professionals, but rather augment their capabilities
(20). To ensure the ethical and effective integration
of Al in the health sciences education, it is
imperative to understand the perspectives of
students, who are both primary users of these tools
and future health professionals. However, current
evidence, particularly in developing contexts, is
limited. Few qualitative studies have captured
students’ real experiences, expectations, and
concerns about Al in their education. This study
will address that gap by investigating the
experiences and perceptions of students from a
variety of health disciplines regarding the use of Al
in their education. The results are anticipated to
influence program design, faculty training, and
institutional policies that respond to students'
changing needs in an Al-focused educational
environment.

METHODS

This study used a qualitative research design with a
phenomenological orientation to better understand
the perceptions, experiences, and expectations of
health sciences students in regard to the use of Al.
A qualitative approach was suitable for the study
because it allows for deeper explorations of the
lived experiences and subjective understandings of
participants, which is fundamental to accurately
interpreting the multifaceted meanings of Al in
educational contexts.

Participants were recruited from multiple
disciplines of health sciences at Zanjan University
of Medical Sciences. We used purposive sampling
to achieve purposeful maximum variation in terms
of gender, level of study, and field of study. The
inclusion criteria were being an enrolled
undergraduate who has been studying in a health
field for at least a year. Students who were
unwilling to participate, and students with less than
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one-year enrollment in the university were
excluded. Sixteen students participated in the study
and this number is consistent with qualitative
recommendations that sample adequacy is achieved
when data saturation takes place (21).

Data were collected through semi-structured
interviews, conducted via face-to-face meetings, or
through a video conferencing platform. The
interview guide was developed based on a review
of the literature on Al in education, focusing on
perceived usefulness, barriers to integration, ethics,
and expectations.

The interview guide was developed after a
comprehensive review of the literature on artificial
intelligence in medical education and was designed
to explore students’ perceptions, experiences, and
attitudes toward Al. The guide contained open-
ended questions organized around six key domains:
(1) general background and initial awareness of Al,
(2) sources of knowledge and prior exposure, (3)
personal and educational experiences with Al tools,
(4) perceived opportunities and challenges of Al
integration, (5) future expectations and readiness
for curricular adoption, and (6) ethical and
professional implications of Al use in education.
Examples of guiding questions included: “Have
you ever encountered Al-based tools in your
medical education? How was your experience?”,
“What opportunities or challenges do you think Al
creates in medical education?”, and “Do you
believe formal training in Al should be integrated
into the curriculum? Why or why not?” Probing
questions were also used to clarify responses and
encourage deeper reflection. The open format
allowed participants to share their personal
experiences and perspectives, while the structured
domains ensured consistency across interviews.
The interviews were audio-recorded with the
participant's consent, and the interviews lasted
between 30 to 60 minutes. All recorded interviews
were transcribed verbatim, which also included
anonymizing all interviews. Thematic analysis was
used as the primary method of data interpretation,
following the six-phase framework which Braun
and Clarke (2006) developed (22). This flexible yet
rigorous method enables the identification,
organization, and interpretation of patterns of
meaning (themes) within qualitative data. The steps
included:

1. Familiarization: AIll transcripts were read
multiple times to achieve immersion.

2. Generating initial codes: A line-by-line coding
process was conducted using an inductive
approach. Codes were manually created and applied
across the dataset.

3. Searching for themes: Codes were clustered into
potential themes based on conceptual similarity.
4. Reviewing themes: Emerging themes were
reviewed for coherence and consistency, and non-
representative or overlapping themes were

redefined or merged.

5. Defining and naming themes: Each theme was
clearly defined and supported by illustrative
quotations.

6. Producing the report: A thematic map was
developed, and findings were integrated into the
results section with interpretative commentary.
To strengthen the trustworthiness of the study,
several strategies were employed. First, the semi-
structured interview guide was reviewed by two
specialists in medical education and qualitative
research, and then piloted with two students outside
the main sample to ensure questions were clear and
relevant. Consistency was maintained by using the
same guide across all interviews, while still
allowing flexibility for follow-up questions when
needed. Credibility was supported through member
checking, where participants reviewed key findings
to confirm accuracy. The analysis process also
included peer debriefing with two qualitative
experts, who provided critical feedback to refine
interpretations and reduce potential bias. A detailed
audit trail documented every step of data collection
and analysis, and triangulation was achieved by
including students from different disciplines and
academic years. To promote transferability, the
study setting, participants, and procedures were
described in depth. Reflexivity was addressed
through memo-writing, allowing the researchers to
reflect on their own perspectives and how these
might shape interpretation.

All study procedures were conducted in accordance
with ethical guidelines for qualitative research.
Informed consent was obtained from all
participants, and the study received approval from
the university ethics committee.

Ethical standards were maintained through data
anonymization, declaration of conflicts of interest,

RESULTS

The study engaged 16 undergraduate students from
diverse health science disciplines at Zanjan
University of Medical Sciences. Participants
included six medical students, four pharmacy
students, two midwifery students, one dentistry
student, one public health student, one occupational
health and safety engineering student, and one
nutrition student. Participants who took part in this
study ranged in age from 20 to 26 years, with
academic semesters varying between 3rd and 10th.
This diversity allowed the study to explore a wide
range of perceptions regarding Al across clinical,
theoretical, and applied aspects of health education.
Thematic analysis showed five major themes and
several  subthemes related to  students'
understanding, emotional responses, practical
experiences, perceived opportunities, and concerns
surrounding the application of Al in medical
education. Table 1 presents the extracted themes
and subthemes.
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Table 1. Thematic Analysis: Students’ Experiences and Perspectives on Al in Medical Education

Main Theme

1. Conceptual Understanding and Cognitive Framing

2. Emotional Landscape and Attitudinal Orientation

3. Patterns of Interaction and Application

4. Perceived Educational and Clinical Value

5. Ethical, Cultural, and Institutional Dimensions

Subthemes

1.1 Surface-Level Familiarity

1.2 Information Sources and Disciplinary Variance

1.3 Knowledge Deficit in Safety, ethics, and Regulation
2.1 Enthusiasm and Anticipated Benefit

2.2 Anxiety, Threat Perception, and Professional Identity
2.3 Emotional Ambivalence and Cognitive Dissonance
3.1 Pragmatic Academic Use

3.2 Academic Misconduct and Ethical Blurring

3.3 Passive vs. Active Engagement

4.1 Personalized Learning and Knowledge Consolidation
4.2 Research and Writing Support

4.3 Clinical Decision Support and Diagnostic Assistance
4.4 Telemedicine and Remote Patient Monitoring

5.1 Ethical Uncertainty and Moral Responsibility

5.2 Cultural and Humanistic Tensions

5.3 Privacy and Bias

5.4 Institutional Support and Curriculum Reform

Theme 1: Conceptual
Cognitive Framing of Al
This theme captured how students mentally
conceptualized Al, their sources of information,
and the extent to which their understanding is
grounded in accurate, domain-relevant knowledge.
1.1: Surface-Level Familiarity

Most students described Al in generic terms, such
as "machines that think like humans" or "smart
assistants," often based on the interactions with
consumer technologies like virtual assistants,
chatbots, or social media algorithms. Their
understanding was largely intuitive and lacked
depth regarding technical components such as
machine learning, data training, or algorithmic
modeling. This reflects a superficial, popularized
framing of Al rather than a scientific one.

1.2: Information Sources and Disciplinary
Variance

The majority of students reported gaining
knowledge of Al via informal, non-academic
channels, particularly social media, and peer
discussions. Very few referenced structured
courses. Furthermore, pharmacy and public health
students were slightly more likely to cite scholarly
resources, while medical and midwifery students
leaned more on anecdotal exposure, possibly in
terms of heavier curricular loads.

1.3: Knowledge Deficit in Safety, Ethics, and
Regulation

While students generally felt comfortable
discussing what Al can do, virtually none
demonstrated an understanding of how Al systems
can fail, what safeguards exist, or what professional
responsibilities accompany Al use. When asked for

Understanding and

opinions on the risks of Al in clinical contexts,
many were neither certain nor able to take
responsibility, pointing out the "engineers" or "the
system." This indicates a fundamental gap in safety
and risk literacy that is concerning for future
healthcare providers' preparedness for introducing
Al

Theme 2: Emotional Landscape and Attitudinal
Orientation

This theme explored the affective responses and
attitudinal orientations of students toward Al,
encompassing curiosity, hope, skepticism, and fear.
2.1: Enthusiasm and Anticipated Benefit

A significant number of students displayed
enthusiasm and wonderment about Al, considering
it a transformative technology that could customize
personalized learning, simplify complicated
content, and democratize access to high quality
education. Al was described as an "on-demand
tutor" to improve educational equity in poorly
funded contexts.

“It is going to be like science fiction movies in the
future!”

2.2: Anxiety, Threat Perception, and
Professional Identity

At the same time, many study participants
expressed concern, stemming primarily from fears
about Al rendering people obsolete in health care.
The concern was expressed that overuse of Al could
diminish the care aspects of empathy, clinical
intuition, and human interaction. For some
individuals, the fear was existential: Al represented
a threat to the viability of their profession.

2.3: Emotional Ambivalence and Cognitive
Dissonance
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Multiple participants expressed contradictory
feelings at the same time—they reported feelings of
optimism about the ability of Al to accomplish
tasks efficiently, but fear of the ethical implications
(agency, accountability, etc) of it. This
ambivalence was more pronounced for senior
students who felt overwhelmed with the current
workload they were being asked to manage and
were  apprehensive about exploring new
technologies (even though they acknowledged them
as useful), demonstrating a general tension between
new technology and the increased educational
burden.

Theme 3: Patterns of
Application of Al Tools
This theme focused how students actually engaged
with Al in their academic and personal lives,
including types of tools used, motivations, and
ethical boundaries.

3.1: Pragmatic Academic Use

Many students had discovered Al through informal
means, such as social media, conversations with
peers, or their own trial and error exercises using
some level of Al tool, notably ChatGPT. Their
engagement with Al was primarily characterized by
some level of exploration, which illustrated how
students were engaging with the technology at their
own initiative in often unstructured ways.
Specifically, students used the tools to streamline
writing assignments, distill difficult material, and
create summaries in short periods of time. The
students typically viewed these tools as
productivity tools rather than replacements for
original thought. Students liked the productivity but
they were mindful of the accuracy.

3.2: Academic Misconduct and Ethical Blurring
One of the most important and enlightening things
discussed in the meeting was a student who
admitted that they had used Al to complete several
academic assignments and had also cheated on a
test - an act against academic integrity. Others
admitted to using Al for idea generation or text
editing without clearly understanding where
legitimate assistance ends and plagiarism begins.
This indicates a fuzzy ethical landscape with a clear
need for defined academic protocols and training
around assumptions and ethics around Al.

“Al helped me rewrite research articles, understand
difficult books, and even cheat in one exam!”
Interestingly, one student reported being penalized
for presumed Al use despite completing the
assignment independently; the student explained
that their submission received a low grade because
the instructor assumed it had been Al-generated, as
it appeared more polished than peers’ work. This
incident reflects the complexity of enforcing
academic integrity in the Al era, where assumptions
about tool usage may unintentionally lead to unfair
assessment practices.

3.3: Passive vs. Active Engagement

Interaction and

Some students engaged with Al tools in a passive
way (e.g., following the advice given by a chatbot),
while very few went on to explore features like
prompting, editing, and synthesis. Generally, the
depth of engagement with the tool was connected to
either academic seniority or being involved in a
research project, but even amongst the advanced
users, understanding of Al's mechanisms was
limited.

Theme 4: Perceived Educational and Clinical
Value of Al

This theme encompassed students' perceptions of
how Al could enhanced both educational practices
and clinical care, particularly in areas of decision-
making and accessibility.

4.1: Personalized Learning and Knowledge
Consolidation

Al was easily seen as a possibility for personalizing
learning. Students liked the fact that Al could tailor
their explanations to their level, rephrase difficult
subjects, and give students immediate feedback,
things they missed in the traditional didactic
education.

“To me, Al is a virtual assistant that simplifies our
work. It’s like having someone ready 24/7 to help.”
4.2: Research and Writing Support

Participants often reported they were using Al for
grammar checking, citation managing, abstract
writing, and literature searching. They believed
these features could help to alleviate cognitive and
time burdens when writing academically. Concerns
were raised by some students about the pedagogical
implications of using Al in the long term, with
concerns that prolonged use could limit the
development of their independent writing skills.

“I always used to spend hours fixing grammar in my
essays. Now | paste it into the Al and get
suggestions in seconds — it’s a lifesaver.”

4.3: Clinical Decision Support and Diagnostic
Assistance

Most students viewed Al as a valuable second-
opinion tool for diagnostics purposes, especially
since junior clinicians are still developing their
diagnostic reasoning. They cited specific examples
such as in radiology with Al-assisted reports, drug-
interaction alerts with interactions, symptom-
checking algorithms that produced reasonable
suggestions during busy hours or when they were
unsure how to evaluate a case. Al was thus framed
as a cognitive extender - standby - but not a
substitute for, their clinical judgement. Although
students indicated they would value these types of
tools when providing care to patients, they also
acknowledged that it will require training to avoid
exclusively relying on the tools seeing them as valid
stand-alone. Interestingly, while students were
excited by these tools, many also recognized the
need for training to be able to interpret and use Al
implications in practice - again realizing that
blindly trusting a system or automated process
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could be dangerous.

“If we always rely on Al to make decisions, maybe
we’ll forget how to think critically ourselves.”

4.4: Telemedicine and Remote Patient
Monitoring

There was specific recognition of the value of Al in
telehealth from students particularly concerned
with public health and medicine. This was
especially clear in terms of the management of
chronic disease, care for elderly clients, and
palliative care. Learning of Al-capable remote
monitoring seemed like a good affordable and
available option to support within marginalized or
rural populations.

Theme 5: Ethical, Cultural, and Institutional
Dimensions of Al Integration

This theme explored students' concerns and
reflections regarding the broader implications of Al
for education, ethics, and institutional readiness.

5.1: Ethical Uncertainty and Moral
Responsibility

Students  raised  tricky  questions  about
accountability, consent, and algorithm

transparency. They questioned who would be liable
for any harm or misinformation from Al systems,
thinking through the situation involved if the Al
“erodes” moral responsibility in medical decision-
making.

“Al responded confidently, but when I double-
checked, it was completely wrong. That’s
dangerous if you rely on it blindly.”

5.2: Cultural and Humanistic Tensions

The perceived mechanization of education also
raised cultural concerns. Some students expressed
concern that reliance on Al would reduce the
humanistic and relational attributes central to
medical education, such as empathy, intuition, and
patient-centered communication.

“Al can teach you facts, but it doesn’t help you
build relationships with patients.”

“Learning medicine isn’t just about data — it’s
about patient emotions too. Al lacks that.”

5.3: Privacy and Bias

Concerns related to ethical issues such as data
privacy, algorithmic bias, and transparency were
also cited. For example, some students expressed
uneasiness about Al system models using sensitive
patient data without consent for training. Others
mentioned biases that could occur if Al systems
were trained on insignificant datasets and
unrepresentative data.

“If Al is trained on limited data, it could make
biased decisions that affect patient care.”

5.4: Institutional Support and Curriculum
Reform

While students valued the Al workshops run by
Zanjan University of Medical Sciences, some
expressed the need for thoughtful instructional
planning for curricular integration. They desired
fully required and for-credit courses rather than

voluntary workshops. As is the case with learning
any tool, students want to learn not only how to use
Al, but also when it is appropriate to use it, why it
is appropriate to use it, and how to do so in an
ethical and critical manner. However, they also
acknowledged the constraints of overloaded
curricula and emphasized the importance of
gradual, thoughtful implementation.

DISCUSSION

This qualitative study explored the perceptions,
experiences, and attitudes of undergraduate health
sciences students regarding the integration of Al in
the medical education. The findings showed a
dynamic interplay between curiosity, limited
conceptual understanding, ethical ambiguity, and a
strong demand for curricular integration.
Participants expressed mixed emotions, ranging
from excitement and optimism to anxiety and
uncertainty, particularly concerning the potential
misuse of Al and its impact on professional
responsibilities. Overall, these themes highlight
both the promise and the challenges of Al adoption
in medical education. These themes resonate with
and expand upon those identified in recent
international literature (23, 24).

One of the most striking findings was the
superficial level of Al understanding among
participants. While students were familiar with Al
in popular terms, such as chatbots, language
models, or smart diagnostic tools—they largely
lacked a robust grasp of technical concepts like
algorithmic bias, data validation, transparency, or
regulatory frameworks. This pattern aligns with
studies where students reported high interest and a
low base of knowledge in Al. A systematic review
by Mousavi et al. reinforced this trend, as most
students had low knowledge and limited skills in
working with Al, revealing a worldwide
educational gap (24).

In addition to limited awareness, ethical ambiguity
in Al usage emerged as a salient theme. While many
students used Al tools to improve their writing,
summarize lectures, or assist in research, some
admitted to using it in ways that could be classified
as academic misconduct. One student explicitly
stated they had used Al to cheat in an exam, a
finding mirrored in recent reports from universities
around the world, where institutions have begun to
revise academic integrity policies in response to the
rise of generative Al (25). The boundary between
assistance and academic dishonesty remains blurred
in students’ minds, suggesting the need for clearer
institutional guidelines and ethics training (26).
Despite these concerns, students overwhelmingly
viewed Al as a transformative tool in education and
clinical practice. The applications, such as
intelligent tutoring systems, virtual simulations,
diagnostic support, and telemedicine were all cited
as valuable. These findings were consistent with
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literature showing that Al has the potential to
enhance personalized learning, promote
engagement, and reduce the cognitive burden on
students (27-29). However, most participants still
regarded these tools as supplemental rather than
substitutive.

An intriguing paradox we found, was the presence
of enthusiasm, and overburden. We found that
almost all participants were in favor of formal
education about Al, though some medical students
were feeling so overwhelmed by their core
curriculum, they couldn't engage with new and
emerging technologies. This finding is consistent
with the results of Ma et al. (2023), who suggest that
Al content must be embedded into existing modules
(e.g., ethics, medical informatics), rather than
forcing Al content as separate additional work (30).
More flexible and interdisciplinary approaches may
help to mitigate the resistance, and provide a way to
embed digital literacy within the healthcare
domains (31).

LIMITATIONS

This study was limited by its single-institution
scope and relatively small sample size, which may
affect generalizability. Additionally, self-reported
data may be subject to social desirability bias.
Despite efforts to ensure diversity, participants’
views may not fully represent all health disciplines
or educational contexts.

CONCUSION

These findings collectively present evidence for the
emerging consensus that Al is not a fad, but a
paradigm shift in healthcare and medical education.
Al concepts have to become part of core curricula

in medical education and health sciences curricula
with attention to foundational literacy, ethics, bias
awareness and safe use of Al. Students should be
exposed to real-world scenarios of Al error, bias,
and accountability, to encourage critical
engagement. Institutions should develop clear
policies about acceptable use of Al, as well as
training in distinguishing between legitimate
enablement by Al versus academic dishonesty.
Educators also need to be prepared to support
students in learning in an Al-enhanced
environment, through training and collaborative
curriculum development approaches.
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